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Research on novel image quality enhancement method based
on dynamic adaptive optimization model
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Abstract: To address the issue of poor performance of traditional image quality enhancement algorithms across different scenes, a novel
image quality enhancement method based on dynamic adaptive optimization model is proposed to meet the diverse requirements of various
scenes and improve the effectiveness of image quality enhancement. Firstly, a dynamic adaptive optimization model is constructed based
on the atmospheric scattering characteristics of the enhanced image. And the objective function of the model is designed using image
quality assessment metrics, PSNR and SSIM, to provide evaluation standards for image quality enhancement in different scenes. Based
on this, a cooperative-competitive learning operator is designed and cooperative-competitive human learning optimization algorithm is
proposed to calculate the optimal transmission threshold ¢,, filtering window size n , and weighting parameter @ . Then the optimal
dynamic adaptive optimization model is constructed to achieve image quality enhancement in different scenes. Finally, image quality
enhancement experiments are conducted using images from the SOTS benchmark test set and six real scene images. The proposed method
is compared with three other methods, i. e. CLAHEMF, IDCPLT and DCP-PSO. Experimental results demonstrate that the proposed
method outperforms the three comparison methods in terms of both subjective visual effects and objective evaluation metrics, thereby fully

validating the effectiveness and feasibility of the proposed approach.
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Fig. 1 Principle diagram of atmospheric scattering model "
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swarm optimization, DCP-PSO) ' 17 4 I o 184 i S 56
XTEG . G EE6 8 64 1 windowll #:/E R &, 1 4 B
4 12th Gen Intel (R) Core(TM) i7-12700H 2. 30 GHz, %%
-5 MATLAB R2021a.

2.1 BEHEESHER

HHTSEL o B R EEIESRABCR A 200, BLEL 10 20
A o B SZEMENATHE DAOM BEAY | DL HL B R 3 50
AbBE I8 SRR S I EURAIOR BT 8 5 1T S 80
TR HTSEER . PEE SOTS ( synthetic objective testing set)
B 0 a2 v B — R BT BRI AT SR R R 25T
DAOM HERISEGE J5 3R A& 3 iR, i B8 2 00 3747y
Jegm AR PRI PSNR (SSIM A ERAE R IE M e bs . 1R
SRR GO BE i L AP 2 50, Feme 1 MBS IR Y
HME B, YRR, R AR I W 53 A Bl )
5], BUGSSORIE W AT T A PN PR AR A R ANk 1 s .

3R LA, S S5« B HE K[ 0.4,0.6]
I, B2 i 9 DAOM BB 5 J5 1 IEHR ROR S5 PF A F6 b
BRIESF, Y o B BHER BB/, 5 55 KR Y
PE T 2%, PPN R PR A R R R 9 T55 4 41 56 5
ARG 6 ARSI Es L,

2.2 WRAEBIEEXLE LK
IR B 07 VA A AME , 2 SOTS Ay il 4
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MR BEA T X EE S0, R IR 1S 4 BT ik (9 SE 366 L2k
AN 4 B TR R INE T e AR sk 2~ 5
LRE S

(a) Original image

'!’ y
L) S
1

DAOM HFERY7E ' B3 A ] 37 55t T B AT B8 1 3 g
i 5 1 BRSO BT

(f) a=0.5, p=0.5 (2) a=0.6, p=0.4 (h) 6=0.7 p=0.3 (i) 2=0.8, p=0.2 () @=0.9, p=0.1
K3 Uk S g A R
Fig.3 Experiment results of sensitivity analysis
&1 EMIERRXTLL

Table 1 Comparison of evaluation indicators
ikl ZHUUE PSNR SSIM 7 B
F1d «=0.1,8=0.9 56.616 9 0.979 70 6.805 9
24 a=0.2,8=0.8 56.651 3 0.979 90 6.805 2
F3d a=0.3,8=0.7 60. 386 4 0.991 39 7.5372
44 aa=0.4,8=0.6 65.080 8 0.997 09 7.5415
FSd «a=0.5,8=0.5 64.407 1 0. 996 60 7.5757
64l a=0.6,8=0.4 65.814 9 0.997 55 7.506 3
FTH a=0.7,8=0.3 56.749 5 0. 980 28 6.8370
FH8 «=0.8,8=0.2 56. 656 5 0.979 88 6. 806 0
ol a=0.9,8=0.1 56.616 9 0.979 70 6.805 9

1) N 4(b) AT LAF H, CLAHEMF J5 %5 1) % 19 550
BORAHXT A2, FRAIRT T 25 RIEMR 1 fizg REUR VA
PRABE R 2 B B o B R, AP M 38 s ke L 3R AT
CLAHEMF it B e fe br e 25, i i ik ik A
BRCH T PR A T I B A A 2

2) I 4 (c) AT F 111, IDCPLT J5 ¥ A 14 98 350 5 1
CLAHEMF J5 A & — & B0, (0BT 3R B B 5 FE AT
SRARXT w5, AN HLAA HOE R R, R 2~4 AT &
HIXHF CLAHEMF J7%%  IDCPLT J5 ik 7E—EfL ) LR
T ERIE AL IR  (HPEN P AR T B R 5 2%

3) WE 4 (d) ATLLFAE H, DCP-PSO J5 32 40 Xt F i 75
Pl ELAT 3 N 1) 25 55 R AFL BT Ak 3 o 1 PRl 450 5
R ARSI, M3 2~4 AT E i, DCP-PSO Jrikik
HIWIRR 7 276 PSNR 1 SSIM A3 %5 — & B4 T+, (HA5 &
S HIEAL T CLAHEMF J5 3%

4) N 4(e) nT%0, T H A9 DAOM FERIBERS AT 55 H.
T 7 Hb AN [ 7 5 1 UG, B s e R WAk s SR

WE . MFE2~4 WA AHXT CLAHEMF J53 , DAOM #5
% PSNR {HZY 42 T} 45% , SSIM {H 2942 T+ 5. 32% , 15 B 5
HAT 0.59% ., [FEE, AT IDCPLT J7i%, DAOM #5
HIfK) PSNR {HZ13R T} 13. 23% ,SSIM {H 2132 TF 1. 27% A5
BEAETE 11.62%, BLAM, #3 T DCP-PSO J5 ik,
DAOM #5 PSNR {HZHE T T 6. 27% ,SSIM {HZ1HE T+ T
0.91% 5 BIELHETE T 6.99% , WA S e 7t 17 18
i EUST

5) MK 4 figk s o] LF M, CLAHEMF 7 5
IDCPLT J7 578 MG i AT 55 b B B 1 as 17 s e) (R
o s AR A R, R DCP-PSO J7 ki@t 51 A8l
SRAHUEIE—E BB L3RI T B B  it  Hih F
PSO S kAT, B BRI IS 1T B[R] A 1 2 4
hn, AHEZ T, TR A DAOM 55T 7 e 7 ] 15 48 388 5
SRR, A RORAR T SR B S AS , S8 T e i 5
PERE A
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(a) VRER (b) CLAHEMF (c) IDCPLT (d) DCP-PSO (e) DAOM
(a) Original image

4 SOTS MHRLEXT LS5
Fig. 4 SOTS test set comparison

% 2 PSNR XfLE (SOTS) *& 3 SSIM 3Lk (SOTS)
Table 2 Comparison of PSNR(SOTS) Table 3 Comparison of SSIM (SOTS)
E{424%  CLAHEMF  IDCPLT DCP-PSO DAOM E{424%  CLAHEMF  IDCPLT  DCP-PSO DAOM
ZRER T 42.7 56.9 59. 4 65.9 FERER T 0.935 0.981 0. 987 0.998
ZFRERI 49.0 59.5 63.7 67.1 ZRERI 0.986 0. 990 0.991 0.998
ZREZ 47.7 59.3 63.2 65.3 FREBI 0. 967 0. 989 0.991 0.997
FRERIV 47.7 60.3 64.0 65.6 FRERIV 0. 968 0.991 0. 990 0. 997
ZEREBRV 42.5 56.2 59.9 65.5 ZEREBRV 0.916 0.978 0.984 0.997

%5 REE VI 43.2 56.6 61.8 65.6 ZREBV 0.915 0. 980 0. 987 0.997
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Table 4 Comparison of information entropy(SOTS)

E{424%  CLAHEMF  IDCPLT  DCP-PSO DAOM
ZRER T 7.33 6. 80 7.13 7.43
ESNGIE| 7.62 7.06 7.41 7. 66
FREZ 7.45 6.78 6.97 7.52
% REURIN 7.16 6.74 6.83 7.17
FEREUEV 6.95 6.21 6.59 6.97
% REEVI 7.13 5.84 6.18 7.15

F5 IEITETEIXTLL (SOTS)
Table 5 Comparison of running time ( SOTS)

EI{%24%  CLAHEMF  IDCPLT  DCP-PSO DAOM
FREUR T 0.344 0.330 5.08 4.37
ZRER 0.320 3.35 5.11 4.46
FREURT 0. 362 0.313 4.93 4.40
= RKEBINV 0.325 0.324 5.08 4.65
FREBZRV 0. 342 0.321 5.21 4.54
5 RIEZ VI 0. 390 0.311 5.11 4.52

2.3 ELERG=EGITEELE

Syt B E B A 38 A A ASE R 1) 38 M S ER
6 M A [F] 5% 119 52 B 3 5t [EIAR IR A7 %) L 5256, LS50 %F
FERCR AN 5 FEoR 5 AR FEAR I3 6~9 BT

1) WE 5(b) A1, CLAHEMF 5 5 [R5 3 3 s R
e, AABEEMEGRLGE S RENB L, A
CLAHEMF J5 32 1 D 48 A 55 At 79 b 75 32 O A1 356 P
ILTCTE R by Hb S 3 UGS Ak

2) WL 5 () 7] IR H, IDCPLT J5 i % B4 () 48 i
BORAXT T CLAHEMF J5 35 & — € R A3 T, (H 4%
S EUGAT AR B (02 B 58 B i B LA B JC vk 1 3 g 1Y)
()5, M 6~8 T %1, IDCPLT 75 ¥k Ab B 5 19 445 B
SRR , HGHE S PR R 135 Ak

3) WE 5(d) 7T WL, DCP-PSO J5 1 AH % T 1if 9 b )7
B E I A BN AR T, IR A ] R MR {H %
T MG B 5 O RN &, 2545 % 6~ 8 AI %I, DCP-
PSO #£ PSNR F1 SSIM $§#5 b A Frde T, s th HAF 2544
PRS0 By 7 A LS, SR, JEAE R A R Y
RS, A RA A0 PR S AT B PG B BE AT AR A B T
2504,

4) \NIE 5(e) AT, DAOM BERIRE T A ] B i J 3
Y 5o HAG i i RS G s O TR, DAOM. 455 8 fiip
FREUPEAN P A AR L A 3 A L 7 14 % B4R TT,
5 CLAHEMF J5 V£ 40 L, PSNR {H 2942 FF 55. 42% , SSIM
HZ 32 T 5.84%, i BWi (A 2 $& 7+ 9.58%., #H L F
IDCPLT J5i%, PSNR {H 2 #2£ Ft 16.96% , SSIM {i 2 4 Tt
1.36% , {5 BV (E 2932 T+ 17. 42% . A% T DCP-PSO J7
1 ,PSNR {HZA T 8. 65% , SSIM {EZ42 T} 0. 78% , {5 8.

A 2T 15.03%

5) M 5 53% 9 w1 R DAOM AL RITE S Br v
rh R b B B IR G T CLAHEMF 5 IDCPLT J7 i {H HAE
PRy T B A W E LS, AL T 454 PSO (i
DCP-PSO J5 % , DAOM A5 AU 7E {455 11 5 S5 ek A A AIC A4 i
PEN AR T IS ATI ] I S A A B S
Pk,

g5 1 Frde By DAOM AR B ] A5 20 52 A [ 37 55
TR R R AOR , B AR PR R AR 00 T A 3
Fxf He 5 s, LA B Y 38 AR

% 6 PSNR Xftb (FE)
Table 6 Comparison of PSNR ( web image)

E %26/ CLAHEMF  IDCPLT  DCP-PSO DAOM
K% 45.4 61.8 63.6 68.9
[ 44.3 59.0 61.4 66.0
L] 43.2 56.5 59.7 68.0
(TN 41.9 56.5 64.0 68.0
i 41.7 55.8 60. 8 63.0
WA 43.1 55.6 61.8 69. 4

=7 SSIM Xftk(FE)
Table 7 Comparison of SSIM ( web image)

E%235%  CLAHEMF IDCPLT DCP-PSO DAOM
RN 0. 984 0.994 0.995 0. 999
[ 0.984 0.988 0.993 0.998
L] 0.952 0.979 9.89 0. 999
TA 0.914 0.979 9.87 0. 999
Wa 0.934 0.976 9.83 0.995
bisiRGg| 0.892 0.987 9.90 0.993

R8 FEMEXIL(WE)

Table 8 Comparison of information entropy ( web image)

EfgKH  CLAHEMF IDCPLT DCP-PSO DAOM
R[] 6. 81 7.13 7.25 7.57
=14 6.70 7.15 7.07 7.35
L] 6.36 4.97 5.11 7.20
TA 6.67 6.78 6.51 7.30
i 6.96 7.02 7.17 7.46
W 6.76 5.28 5.79 7.22

R TITHIEIXFEL (WE)

Table 9 Comparison of running time( web image)

E{42%  CLAHEMF IDCPLT DCP-PSO DAOM
K] 0.328 0.478 5.03 4.38
[ 0.673 0. 501 4.98 4.36
K] 0.673 0.331 5.12 4.27
(TUN 0.348 0.333 5.00 4.23
i 0.370 0.316 4,94 4.38
Wa 0.412 0.317 4.99 4.29
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(a) Original image

(b) CLAHEMF
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Fl5  SCYRZE AT (IETR K A BRI

Fig. 5 Comparison of experimental results (image is from the internet)

3 % it

ASCHE T —Fh DAOM 155 2 144 ot 1 3 i T vk
IR A VETE N2 I AR SR R sh A AR Ak T # 2 1
DAOM #57Y | M i S BAS [ 3 5 MR Y 1 3 Ry 3 5 A 24
0, MRS UG IR ()RR, A — PP ah S A 3 R A T
B IR S 3855 PSNR 5 SSIM 4 HY Bir 8317 £
B bR sRA RS SER b T T —FoBr B A1 e 4 A8

2 2 AT R SR A TR 1) S5 0 25 R L o, | B U
WHn B8 o  NITE T SIER DAOM £EAL SCHA
[ s G R AL 3 S5 e, R 12 AN ) 3 5t TR e
ATEZEXT L Bk, S5 25 R R U], FE SOTS A il 2 48 Al
PR S , DAOM B RUA LAt 3 oy iL AR AR AF 1Y
R ER TR R IR T L bR s b AT N RS A A
T CLAHEMF J5 ¥, DAOM #% # i PSNR {H 2 #2 7}
62.29% . SSIM {H 29 & F+ 9.29%, 15 B % 15 29 & T+
9. 44% ; #%}F IDCPLT J5 %, DAOM #% %I ) PSNR {H %
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$EF+ 20.35% SSIM {H 2982t 2. 04% , 15 B {6 29 $2 F+
7. 67% ; FiX}F DCP-PSO 77, DAOM EiAI[¥) PSNR {H%
It 6.25% . SSIM HLA T 1.21%, 15 B F{E 2 = T+
12. 13% , TG 3B UE T B $ e i ml A7, AR S
B XA 0 PRGN TR 3 5 R AR A 2 1 )
PR T —FEA S N YRR SR A R Ry R AL B
Ja s TARSR ML TG R 4, R4 DAOM B AIFE fRIIE &
G SRS AT RO T A T — P, (AL E R
R ASCR AR TR 2 2 T A A R, B, 78
TR AR it AE PR R AN [ e i 2 G T et 1
SR (A RICARE | BT LA S B g FH v ) S B PR RN S A
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