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Research on chip defect detection method based on YOLOvVS-EA-FPNs

Zhang Heng Cheng Cheng Yuan Biao Zhao Hongping Lyu Xue Hang Qin

(School of Computer Science and Technology, Chongqing University of Posts and Telecommunications, Chongging 400065, China)

Abstract: To address the problems of large defect size span, similar characteristics, difficulty in recognition of small targets, and missed
objects in chip defect detection, an improved method based on YOLOVS is proposed. To solve missed and false detection of small
targets, we presented a new small target feature detector (S-Detector) to improve the learning capability of the model. For the large
defect size span and similar characteristics, efficient attention feature pyramid networks ( EA-FPNs) with highly active focus learning
ability are proposed to improve the ability to detect different sizes of defects. The bounding box fusion algorithm (BFA) is developed to
reduce the redundant boxes and time overhead in prediction. The experimental results show that the detection accuracy of this method is
enhanced by 1. 2% and the accuracy of minor target defects is improved by 1. 6% ; while using BFA to eliminate the redundant boxes,
the detection time of a single image is 26. 8 s, which is decreased by 5.2 ps before BFA. The proposed method has good performance
and efficiency in chip defect detection.
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Fig. 1 The Improved network structure of YOLOvS

2.1 R Mgt

8001

 FAER I R r 5 A B £ 7 R B K R ey
AL /N FL AR MG 26 17 8, A% SCAE YOLOVS 25 44 Sl et P I
b BT EA-FPNs 55, 2 i B4 ST 2 5K T R 6001
14 28 AL AN ¥ o) J50; 75 EA-FPNs O BE Rl 187 94— )2 s- 5001
Detector, AT T A U 44 1F A 0 25, FE 5 32213 200’
W A, T/ FAR B 2% 2T e . T 200]3

PG, ol
1) S-Detector Z5 )4
Pl 2 St Fr it ST 23 Ai R BB L (a) SAEs R

100 24

SPATARTESL, (b) s R sk RoF A s AL, L COCOo % 200 300 400 500 600 700 800
Fruerp st/ NHFR (N T 32x32 482 %) o H bR (32x32 %) o wadh ‘
96x96 14 2) K FAR (KT 96x96 122 ) 5 L, BeWa IR o) T e e
~PEEAEDE T N B AR, 35 1L 66%, Hrh /N E AR
I 16%.

TR o N A Bl R AR e 2, R
TE YOLOVS Z5M AU LAY F3r—)2 S-Detector, H 45 Hy 4 MUNEES
3 i/~ , S-Detector H P45 S A8 B . — A3 32 8 0 % EAR: 50% " HAR
L CNN SRIBCRE AR 28 b/ FURR B SCBR 15 . 145 3 T ] "RHE
N H R O G ) 5 5 A R R T — AN ok
AM BB AE R v B SRR A B 1
PEA T B A | A 5 13t AL 2 B R T 2 ) 7Y OERRBRT SR,
SHE B, DO BRI ISR A XN AR Bl G 0 '
I3, PR EAS I 5 2l PR 4 A 1 43 T, B f 1 ek Pl 2 b RS G i A 7 H AR 8

ME AT HEY 75, 559 4 — 4 X BRI 28 17 8 Fig. 2 The distribution and percentage of defect size



55 3

T YOLOvS-EA-FPNs fit A SrBE A 75 2wk 5T -39 .

Attention Module

(C/lemi.-_. (Cx160%160)

Transpose

Sigmoid&
Reshape

1
1
1
]
1
1
]
: Avgpool&
]
]
1
1
]
1
1

(IXIGOXIGO).

(C*160160)

(C/2%160160)

v

"

(Cx160%160) (Cx160x160)

Bl 3 S-Detector Z5H4)
Fig.3 The structure of the S-Detector

E N AR S-Detector, 181t iR AT LU S-
Detector i /)> HBR{RFE BRI GE 7

2) EA-FPNs 2544424

1 AN 46 R BE X H AR R AT 1) 2 2] R AN TR, v
JEW A ) 25 [H] HF AR R X/ B AR U TR
JE M4 E 2 ) HARRHE SO E B RSP B R
B# 2T RS R . FPN DL ROERLA 157 =X, A R T
P 26 R R O RRAE A S, 18 77 o ek A5 78 %) %o AN ) RUBE H A
M RE ST, U i R TH Bk FE AE 72 RO RN e
JFERER, FERT I A i v 5 s B e o7 AN A | Tl A 56 ) A
NI A SCHE R S-Detector FFEAY F % FPN 2544 k47
O, 42 i EA-FPNs 2548, 181 1 ) LL Darknet53 £ 4
EA-FPNs BT W% K530 5 248540, 2R TR R R
SHERBARAE Y24 2T o K S FOR TR RCSHRRAE A DU 2% L RAE:
(Upsample) JG #EAT Rl A , 76 @A B B XA [) 4 AE A DU
AN AM, £33 EA-FPNs @l J5 A48 i 4 FpOAS TR RS 1Y
FRAEAS I 2%, R SF 43 51 2 20 20,40 x 40,80 % 80 , 160 x
160, Hij P U 25 57 52 A DU K o RS B AR, 5 A sl
A TR N RS B AR, @3 EA-FPNs 1] LLR & AN
SRR A RRIE A 2., DT 980 22 sk s R~ B85 1 Ry ok
ARG i) A
2.2 BFAi&it

FERUAE TR B BE 220847 NMS 598 2 4 1 BUAE , 28
12U & B, 1E NMS JG AT RAF A6 3043 TUATHE | it
— N SRR A SCEE T BRA IZ AR R I
1 R,

BFA JEFEF A &7 e BCE il A 5, B ST
A TCAME R T AL, IR B B K TR AE S, Rl {R F2
TUATHE B AR FE B KB B S 5 AR TUARMEVE S ™
(intersection over union, I0U) 18 ;¥ & T BI{H A TUAHE
5 S AT RlA BV AT RIS B & A BN AE , il & =X R .

Bk 1BFA iR
PR
N TURMESRE S A1=1b, by, b, ) 5
L TCARME A T
JURMEHFE S SL= 15,55, 5,1 ;
AlAHE B1;
1. for i=1,2,---,m in Al
A AL IURHE AR, AFTCFE ST v IR B 7 HET 5 SR IUE
15 BER K AH Scores;
2. forj=1,2,---,min S1
TR ERHABINAE S; 5 HARBHIAEM T0U 15T, SR T T )
HOAE FAREE G A2
3. for k=1,2,---,in len(A2)
BB R TOAE s, 5 A2, #EFTRLA
4. ¥ Score W{E 45 il A 22 )5 19 T AE

4

area

AXI X A(lr?(l + BXI X B

C’”] B Aarm + Barea ( : )

c - sz XA, .+ BX2 XB,. (2
. Amen + Barea

. A«Vl XA, .+ By1 XB,. (3)
. Aarea + Barea

. Ay2 XA, .+ By2 X B, . ”
2 Aarea + B area

Hic,.C,.C,.C, F/RNFHEM TR, A B Fx
HEATRG B TURME, A,,,, B, 73903878 TUARHE #Y T AR,
A EE DA (5 B A R A A O i, DA TR R R AR
ARG 77 2B 1 PR A HE E DA ER I

3 KBEERSN

TEA T PR GRS R A S g e | DL
SLEARARES, AU



- 40 - B IR SRR R

8375

3.1 HIEEHESR

ASCRR R F AR 2k, 3k 8 818 5K, KR K/IN R
888x888, Yl i 4k | W ik 48 M X 4 4% VOC %545 48 b o
3:1: 1 #47R)4, g Labellmg Fr i T B #4728 590 il

FOEARE, BiE SIS 12 N0, HEIE i 4 frR,
Hop g A5 2/ B i 24 &2 E
JEARA B IE K5 TS M Ak Et Rk, B 4 25 )
BRI 1 PR,

R1 HEEEMNRSER

Table 1 The classification of data sets
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Table 2 The comparison of results with different models
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Table 3 The comparison of results with different network depths
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Apemal Apriddle Aplaee AR AR™iddle AR
YOLOvS5-L 12.3% 18. 5% 23.3% 17. 1% 22.7% 28. 4%
YOLOvS-EA-FPNs ~ 13.9%( 11.6%) 18. 4% 23.6%( 10.3%) 17.9%( 10.8%) 22.7% 28. 4%
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Fig. 8 The comparison of detection results with YOLOv5-L and YOLOv5-EA-FPNs

D 1]

(a) RAART

(a) Before fusion

(b) B & )5
(b) After fusion

K19 BFA Kl 45 R %) LA o0
Fig. 9 The comparison of bounding BFA detection results

2) FEXLEALER B B, TN AR AE A TUAR N 00, 3 Bt
[R] T4 R B4 1) AL, AR SCLATAT AR o L M AR, il 22 A T
HE I Ll BAS BE AR Dy A ME A B A5 B2, $2 11 1 BFA,
PRBEAE O B s A L A [l I S 1 SO AE % £ A
HERTE L

ASCKIR ) YOLOVS Faster R-CNN,YOLOv3 45347
SIS, SR 45 KW YOLOVS-EA-FPNs #¢ | R Y
TERGINORS BE &R W 4, X b YOLOVS-L, mAP@ 0. 5 4
FT 1.2% /N FRE RS BEEEFE T 1. 6% 5 ffi H BFA 1H
BRITUATHE 1 ] BF , SF- S 4G I IRy 26. 8 ws/ 3K, 821 ]



.44 .

LSRR R e o

937

BFA HIJ/D T 5.2 ws, STV A 3 T SR A A6 2 4L 1
— MRS,
Sk

(1]

(2]

[3]

[4]

[5]

[6]

(7]

[8]

(9]

[10]

[11]

(12]

PARK J K, KWON B K, PARK J H, et al. Machine

learning-based imaging system for surface defect

inspection [ J ]. International Journal of Precision
Engineering and Manufacturing-Green Technology, 2016,
3. 303-310.

REDMON J, DIVVALA S, GIRSHICK R, et al. You
only look once; Unified, real-time object detection[ C ].
Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition, 2016, 779-788.

REDMON J, FARHADI A. YOLOv3: An incremental
improvement [ J ]. arXiv arXiv: 1804.
02767, 2018.

BOCHKOVSKIY A, WANG C Y, LIAO HY M. YOLOw4.
Optimal speed and accuracy of object detection[J]. arXiv
preprint arXiv:2004. 10934, 2020.

LIU W, ANGUELOV D, ERHAN D, et al. Ssd: Single
Computer Vision-ECCV

14th  European Conference,

preprint

shot multibox detector [ C ].
2016:
Netherlands, October 11-14, 2016, Proceedings, Part I
14. Springer International Publishing, 2016 21-37.

LIN TY, GOYAL P, GIRSHICK R, et al. Focal loss for
dense object detection [ C ]. Proceedings of the IEEE

Amsterdam, The

International Conference on Computer Vision, 2017
2980-2988.
GIRSHICK R, DONAHUE J, DARRELL T,

Region-based convolutional networks for accurate object

et al.

detection and segmentation [ J ]. IEEE Transactions on
2015,

Pattern Analysis and Machine Intelligence,
38(1) . 142-158.

GIRSHICK R. Fast R-CNN [ C]. Proceedings of the
IEEE International Conference on Computer Vision,
2015 1440-1448.

REN S, HE K, GIRSHICK R, et al. Faster R-CNN:
Towards real-time object detection with region proposal
networks[ J ]. Advances in Neural Information Processing
Systems, 2015, 28.

HE K, GKIOXARI G, DOLLAR P, et al. Mask R-CNN[C].
Proceedings of the IEEE International Conference on
Computer Vision, 2017 2961-2969.

LID, LI'Y, XIE Q, et al. Tiny defect detection in high-
resolution aero-engine blade images via a coarse-to-fine

framework [ J ]. IEEE Transactions on Instrumentation

and Measurement, 2021, 70, 1-12.
CAO J, CHEN Q, GUO J, et al

context feature pyramid network for object detection[ J].

Attention-guided

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

arXiv preprint arXiv:2005. 11475, 2020.
A, B, MR SR SR BE T ICECUE A A 3
B A9 IR JES I 4 20 80 T 3k [ 0] F e S (A =
iz, 2017, 31(1) :51-57.

CAO X R, XUE LY, LIN J W, et al. Fundus vascular
segmentation method based on matched filtering and
threshold [ J ].
Measurement and Instrumentation, 2017, 31(1) :51-57.
KX, R, RESF. BT Gabor IRIEAFHYLLT
BRBEARIN [ 1], FE TR AR5 A SRR,
2022,46(1) :119-126.

ZHU L ZH, L1 J Z, WU L, et al. Gabor filter based
optical fiber defect detection method [ J].

automatic Journal of Electronic

Journal of
Nanjing University of Science and Technology: Natural
Science Edition, 2022,46(1) :119-126.

SN, FETHLARALGE Y2 S AT e 2 T R s 7 e A
REEFARWITE[D]. Mt ARKMRSE, 2017.

CHAO Y. Research on key technologies of online
detection of semiconductor chip surface defects based on
machine  vision [ D ]. Southeast
University, 2017.

PGB, T4, ARk, PSO_SVM 57k 76 K BH BE Ha b
BRaE B B A DA 5T [T ], T i R, 2021,
44(1) .18-25.

TAO ZH Y, YU Z J, LIN S. Study of PSO _SVM

algorithm in solar panel crack defect detection [ J].

Nanjing :

Electronic Measurement Technology, 2021, 44 (1):.
18-25.

OU X F, CHEN W, ZHANG M. Design of LQFP chip
pin defect detection system based on machine vision[ C].
2021 International Conference on Machine Learning and
Intelligent Systems Engineering (MLISE). IEEE, 2021,
69-76.

ARG ARJA S, i, . BTG YOLOV3 i1 20
S BRBERI ], WOt 5l TR, 2021,
58(12) :86-93.

ZHOU T Y, ZHU Q B, HUANG M, et al. Carrier chip
defect detection based on improved YOLOv3 [ J].
Advances in Lasers and Optoelectronics, 2021, 58(12) :
86-93.

[A] T, ZERAFS, ZEHEE 4 FL T Faster R-CNN
ERE T BRBEA AT DN 50 [ D] AR AR 41, 2021,
42(1):191-198.

XIANG K, LI S S, LUAN M H, et al
surface defect detection method based on improved faster
R-CNN [J].
2021,42(1) :191-198.

WEN G, GAO Z, CAI Q, et al. A novel method based

Aluminum

Chinese Journal of Scientific Instrument,



55 3

T YOLOvVS-EA-FPNs (585 F 5k B 46 77 w01 5% . 45 .

on deep convolutional neural networks for wafer
semiconductor surface defect inspection [ J ]. IEEE
Transactions on Instrumentation and Measurement, 2020,
69(12) : 9668-9680.

[21] BODLA N, SINGH B,
Improving object detection with one line of code [ J].

2017,DO0I:10. 48550/ arXiv. 1704. 04503.
[22] HEJ, ERFANIS, MA X, et al. Alpha-ToU; A family of

CHELLAPPA R, et al

power intersection over union losses for bounding box

regression [ J ]. Advances in Neural Information

Processing Systems, 2021, 34, 20230-20242.
EEE N

o

o7
L

W, 2009 4FF R R SE R AT R
1, 2014 AF T o [ BE 27 Bg 2 3R A A 2
11,2020 47T [ BHE R 2 R A 2 0
B Ay H PR P R BN , 2 BT 5T 7 18]
| TRl R A .
S Eomail ; zhangheng@ cqupt. edu. cn
Zhang Heng received his B. Sc. degree from Central South

University in 2009, M. Sc.
Academy of Sciences in 2014 and Ph. D. degree from University

degree from University of Chinese

of Science and Technology of China in 2020. He is now an
associate professor at Chongqing University of Posts and
Telecommunications. His main research interests include artificial
intelligence, specialty vision and computational imaging.

WA GEAEEH) 2009 4F F g k2%
BRAFF 20, 2015 4F T R R 2 3R AR B
Lo, 2019 AT E BRI

l AL, B T PRI R R Y, By
BN 151 49 X T Bl RS R AR
L =" E-mail: hangqin@ cqupt. edu. cn
Hang Qin ( Corresponding author ) received her B. S.

h—a

degree from Central South University in 2009, M. Sc. degree

from Central South University in 2015 and Ph. D. degree from
University of Science and Technology of China in 2019. She is

now a lecturer at Chongqing University of Posts and

Telecommunications. Her main research interests include

artificial intelligence, specialty vision and computational imaging.



